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The many-body problem for nuclear matter is considered under the constraint that the density of the 
system vary periodically in space; this is equivalent to the problem of an external periodic potential. The 
method of Martin, Schwinger, and Puff is employed to derive, through second order in the amplitude of the 
density ripple, a set of tractable equations for the energy of the system. No new approximations are needed 
beyond those already assumed for the uniform density case. The model exhibits some interesting complica­
tions of the finite nuclear problem, and yet possesses sufficient simplicity for solubility. In the long-wave­
length limit, an expression obtains for the explicit dependence of the energy on the density gradient; this 
relationship is useful in a study of the nuclear surface problem. Numerical calculations are planned. 

I. INTRODUCTION 

NUCLEAR many-body theories have achieved 
considerable success in describing such properties 

of infinite systems as binding energy, density, com­
pressibility, and symmetry energy, beginning with basic 
two-body forces.1-8 This has stimulated various pro­
posals to extend the methods to finite nuclei.4 The 
complexities of the finite system are prodigious com­
pared with the infinite case, and drastic simplifying 
assumptions have been employed to reduce the problem 
to tractable form. The most realistic of these efforts is 
the work of Brueckner, Lockett, and Rotenberg,5 who 
performed Hartree-Fock calculations on the doubly 
closed shell nuclei O16, Ca40, and Zr90. The "effective" 
two-body interaction for these calculations was the K 
matrix for infinite nuclear matter. The K matrix was 
assumed to be the same function of local density in the 
finite case as it is for the infinite, uniform density case. 

The Brueckner, Lockett, and Rotenberg calculations 
achieved only moderate agreement with experiment. 
Although the same potentials reproduce well the 
properties of infinite nuclear matter, they yield, in the 
finite case, binding energies which are considerably too 
low and densities which are somewhat too high. The 
magnitude of the discrepancy in the binding energy is 
roughly half of the value of the surface energy in the 
semiempirical mass formula. 

In order to obtain an understanding of the nuclear 
surface in general, and the finite nucleus in particular, 
it is at least necessary to investigate the effect of density 
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gradients on the effective two-body interaction—and 
hence on the structure of the two-body correlations— 
as has already been noted by Brueckner, Lockett, and 
Rotenberg. A tool for their investigation is provided 
by the ripple model, which is discussed in the next 
section. 

II. THE RIPPLE MODEL 

We will consider an infinite nuclear system described 
by a many-body Hamiltonian H. The expectation 
value of the Hamiltonian is minimized subject to the 
constraint that the medium possess a static, periodic 
density variation, i.e., that the expectation value of the 
operator 

Q=cosqx (2.1) 

be a constant. This leads at once to the equivalent 
problem characterized by the Hamiltonian 

3C=H+adQ, (2.2) 

where a0 is a Lagrange multiplier, and adQ plays the 
role of an external, cosinusoidal potential. (In Sec. I l l 
we will also consider variations with the constraint 
that the number of particles be a constant.) 

This problem exhibits many of the complications of 
finite nuclei and, at the same time possesses simplicities 
which render the solution tractable. In particular, the 
energy of the system can be calculated to second order 
in the constraining potential with no new approxima­
tions beyond those already assumed for the corre­
sponding uniform density case. Calculations for nuclear 
deformation in finite nuclei have been formulated in a 
completely analogous manner. In that case, equilibrium 
deformations are found for a large class of nuclei; that 
is, in the absence of a constraint, the Hartree-Fock 
equations have a nonspherical solution. A corresponding 
phenomenon for nuclear matter would be the appear­
ance of Overhauser6 density correlations at a value of 
q near 2kF. On the basis of other investigations,7 such 
do not appear to be likely and we have implicitly 

8 A. W. Overhauser, Phys. Rev. Letters 4, 415 (1960). 
7 W. Kohn and S. J. Nettel, Phys. Rev. Letters 5, 8 (1960); 

E. M. Henley and L. Wilets, Ann. Phys. (N. Y.) 14, 120 (1961). 
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ignored the possibility in the present work. We have 
particular interest in the small q limit, but it would be 
interesting to see if the expansion in powers of a0 does 
diverge for some value of g, corresponding to the 
appearance of Overhauser correlations. 

In addition to the intrinsic interest in studying the 
properties of a soluble model which exhibits features of 
a finite system, the ripple model also provides infor­
mation needed in the solution of the nuclear surface 
problem—which provided the original motivation. An 
outline of the relevance of the ripple model to the 
surface problem is as follows: 

Let the ground-state energy of the nucleus be 
expanded in terms of gradients of the density: 

£= fdr{S(p)+f{p)\Vp\2 

+0[ |vp|4 , |Vp|2V2p,(V2p)2]}, (2.3) 

where p is the particle density. No odd terms in the 
density gradient can occur, and a term of the form 
g(p)V2p can be converted to — g'(p)l Vp|2 by partial 
integration, and has already been included in Eq. (2.3). 
The terms of higher order in the gradient will not be 
considered. 

In the presence of the external potential, a0 cosqx, 
an otherwise uniform, infinite medium becomes polar­
ized with a density given by 

p = p [ l + c cos^+O(a 0
2 ) ] , (2.5) 

where c is proportional to #o. To order c2, the energy of 
the system, calculated from Eq. (2.3), is 

E/N= S(p)/p+ic2pSff(p)+icYpf(p)+ • • • • (2.6) 

Presumably the exact energy of the system can also 
be expanded to give 

E/N=(H)/N=S(p)/p+cU(p) 

+CY^(P)+0(CY,C4). (2.7) 

It is then a matter of identifying coefficients: S(p)/p 
is the mean energy per particle in a uniform medium, 
as a function of the density. A(p) = \p&"{p) is related 
to compressibility which, at normal density (subscript 
zero), is given by 

K=r<?d*(E/N)/dr<?= 36PQA (p0), (2.8) 

where 47rr0
3/3 = p0~\ Finally, f(p) = 2p~1B(p). 

Our program, therefore, is to calculate the density 
to first order and the energy to second order in the 
strength of the periodic potential, and both in the 
long-wavelength [CKg2)] limit. The many-body theory 
employed in the present work is a generalization of the 
method of Martin, Schwinger, and Puff.8*2 The method 
is simple for calculational purposes, since it employs a 
reactance matrix which satisfies an integral equation 
without a projection operator. It appears, furthermore, 

8 P. C. Martin and J. Schwinger, Phys. Rev. 115, 1342 (1959). 

to have been as successful as the Brueckner method in 
reproducing the properties of infinite nuclear matter. 

III. GENERALIZATION OF THE MARTIN-
SCHWINGER-PUFF EQUATIONS 

Consider a system of identical fermions described by 
the field operator ^(kt), where k denotes the three 
components of momentum, and the spin and isospin 
indices. The Fermi statistics are fixed by the equal-
time anticommutation relations, 

[$(kt)^{kft)\=hk, (3.1) 

The interaction is described by the Hamiltonian 
operator (in units h=2m= 1) 

J k J kiktkzk* 

X^(k2t)(kik2\v\hh)yl/(k4t)\l/(ht)f (3.2) 

where J\ denotes integration over all momentum space 
fdzk/ (27r)3, as well as summation over spin and isospin 
indices, and 5kk> = (2TT)35(&—i')5„'5 r r / . Thus Jl&kk' 
= J*d?k5(k—k')=l. That is, Jl behaves like the sum 
£fc, and 5kk* behaves like the ordinary Kronecker delta. 
The matrix elements of the potential v are antisym­
metric both in the first and in the second pair of 
arguments, and are equal to the usual direct integral 
minus the exchange integral. 

We wish to minimize the expectation value of the 
Hamiltonian, subject to the constraint that the ex­
pectation value of the number operator 

N= f+KktMkt), (3.3) 

and of the operator 

Q= f ^{kt){k\u\k')^{krt) (3.4) 
J kw 

be constant. (We shall use, later, the specific form 
w=cosg#.) This is equivalent to minimizing the expec­
tation value of 

3C=H+aoQ-nN, (3.5) 

where #o and p are Lagrange multipliers. The term aoQ 
acts as an external potential which induces density 
variations, and p. plays the usual role of a chemical 
potential. 

The field operators obey the equation of motion 

d 
i-$(kt) = DK*0,3C]. (3.6) 
dt 

We follow Martin, Schwinger, and Puff8'2 in defining 
the ^-particle Green's operator 

9»(l*i- ' 'ntnu I V - • - n V ) s (-i)ne(tr • •*«*»'•• -ti) 

XQKl/i)- • -Kntn)V(nV)- - * t ( lV) ]+ , (3.7) 
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where + means time ordering of the field operators, We define the w-body Green's junction as the average 
earliest time to the right, and e(h- • • / /) is the sign of value of the ^-body Green's operator, through (3.11): 
the permutation required to perform the time ordering , , / W / P / I / '/ '\ (i M\ 
from the given ordering. We have introduced the <*«U*i-• • » M - U j » U ' r • •»'»>• ^.U) 
abbreviation j for kj. The average values of N, Qy and H are given by 

An infinite set of coupled differential equations for 
the g n is obtained from (3.7) by use of Eq. (3.6), and / * n = _ • [r (\f U+) H 1V) 
the anticommutation relation (3.1): ^ ' J ^ - w 

/ !(*'— - W + M ^ i r ' - ^ a i t t i n J \Q)=~il (l|«|l/)Gi(l,/;l^+), (3.14) 

X S » ( l " ' i 2 ' r ••*'/»') 
(H)=:-i k2G1(U;lt+) 

Xg«-.(2/2- • •»**; I V - • • (omit / / / ) • • •»'/»') - J /" (12|t>|34)G2(l/2*; 3/+4J+). (3.15) 
./ 1234 

+ * ( - ) * * / (12"| v|3"4") B u s e o f (3<8) w i t h n= j t h i s l a s t b e c o m e s s m i p i y 
7 2"3"4" 

')]GI(1'/; 

xg^i(3"M"<i.^-- •««.; 1V-- -nW'h*), (3.8) ( F ) = w f i rA- l + ^ 2 + M V i r 

where 80= 1, and <i+ is a time infinitesimally larger 
than h. This set may be transformed to integral form, 

- f l o ( l | « | l ' ) | G i ( l ' / ; l ^ ) . (3.16) 

8„(1/1- ••»'/,')= £ (-)''+19i°(l<i;A') 
, '~1 The one-particle Green's function may be written 

XS_i(2fe- • • » / , ; I V " • (omit ft/)- • -n't,') G^u. i't') = G+(U: l't')d(t-t') 

f r +G-(U;l't'W-D, (3-17) 
+i(-)"i dl 9 i » ( l / i ; l " 0 ( l " 2 " | r | 3 " 4 " ) where 

J Jv,r>3"i>' 8(y) = l, y>0, 

XQn+i(3"t,±"t,2h---ntn;l'h'---n'tn'2"t+), (3.9) = 0 , y<0, 

where we have introduced an interaction-free Green's a n d G+ a n d G- a r e defined as the averages (3.11) of 
operator, g^, which satisfies t h e operators 

(f— -AI'+MJSI0(I*I;1V) g_(i/; vt')=wa't')HU), { } 

each of which is defined for all t, t\ 

- a 0 f ( 1 | * | l")2W'h; Vh')^n>Hh-h'). (3.10) u
S i n c e ^ * t i m , e ^dependent, the time coordinates of 

J v, the one-body Green's functions appear only in the 
combination t—/'. Thus we may consider the Fourier 

We now define the average value of an operator X by transforms 
r°° da 

Trace exp(-*YX)X G±(l*; 1V)= / — < r ^ - < ' > G ± ( l l » . (3.19) 
(X)= —, (3.11) 7_oo 2?r 

Trace exp(—zr^C) 
From the invariance of the trace (3.11) under cyclic 

where r is an artificial time parameter. For imaginary permutation of the operators, and from the time 
values of r, ir plays the role of the inverse temperature translation of the field operators 
fi—(kT)~l. We shall eventually take the limit ir—><*> 
(zero temperature), in which case the trace average ^ ( 1 , / + r ) = exp(iJCr)^(10 exp(—i3Cr), (3.20) 
(3.11) becomes an average over the states of lowest i t c a n b e s h o w n 8 t h a t G a n d G _ a r e r e l a t e d b y 

eigenvalue of 5C. This is equivalent to an average over 
the states of lowest eigenvalue of H which have a G+(nf,a))(l + e-ia}T)^= -GL(l l ' ,co)( l+0 '« ' ) 
given average value of N and of Q, as discussed above. == — iA (11',OJ). (3.21) 
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This defines the spectral function, A (ll'a>), so that the with 
Fourier transform of G\ can be written as 

r r / d 

/

°° da r 1 

—A(ll',a) 

f \(' W+»\n>>-aQ(l\u\l")} 

+- ' ( 3 > 2 2 ) -i±[ (12\v\34)G2(3tAh;lfh'2h+)y (3.31) (l+ei<TT)(a>-a-ie) 
J 234 

At this point we take the zero temperature limit t p 

i r _ ^ oo Then a n d f r o m ( 3*1 0 ) w e g e t 

G ± ( l l , ,« ) = =F*i4(ll,,«)^(db«), / 1*7" - W + M ) * i i ' ' - « o ( l | * | l " ) 
and Ji»l\dh / J 

da A(ir,a) XG1°(l / ,/1; l'/i ') = W i - ' i ' ) . (3.32) 
Gi(ll',co)= lim 

./ o x w cr-r e r j ^ e integral equations (3.9) can be rewritten 

+ [0dl^-lfl\ (3.24) G 1 ( 1 / I ; 1 V ) = G 1 « ( 1 / I ; 1 V ) 

Thus the artificial time r, introduced in (3.11), is ~ ^ J dtj f Gi°(l/i; l^O(l '^ |^134) 

eliminated; from here on we consider the zero-temper- ' XG2(3£4/# 17/27+) (3.33) 
ature limit. 

We may now write G2(l/i2/2; Vti2'ti) = G£(\t\\ lfti)Gi(2t2; 2'h') 

Gi(U; 1^) = G_(1/; 1'/) -Gi° ( l / r , 2'/2')Gi(2/2; W ) 

= / - G _ ( l l » = f/ — ^ ( 1 1 » . (3.25) + * i / * / G ^ l ^ l ' W ^ ' M ^ ' ' ) 
i-_0027T i-oo27T ^ J l-2"3-4" 

I t follows that the averages (3.13), (3.14), and (3.16) ^ ^ ^ XG3(3"/4"/2/2; l71
/2 ,^2

,2 , ,/+), (3.34) 
can be expressed in terms of the spectral function: 

0 * The series is terminated by making the Martin-
(N)= I I ^4(11 to) (3 26) Schwinger-Puff approximations: First Gz in the integral 

JJ^O02T ' ' (3.34) is approximated by 

r r<> do> G3(3"4"2; 1'2'2") = G2(3"4": l '2')Gi(2; 2") 
(Q)= / - ( 1 | * | 1 ' M ( 1 % « ) , (3.27) - G , ( 3 " 4 " ; l ' 2 " ) G i ( 2 ; 2 0 

J l l '* /-°° T +G 2 (3"4" ;2 '2")G 1 (2 ;1 ' ) , (3.35) 
r r° da) 

(H) = % I I —[(co+&i2+ju)5ii' where the times are understood. The second approxi-
i n J - o o 2TT mation is to replace Gi(2; 2") by Gi°(2; 2") in (3.35). 

- a o ( l | w | l , ) ] ^ ( l / l , c o ) . (3.28) Combining (3.33), (3.34), and (3.35) leads to an 

So far we have considered only real values of cc. If, ' 
however, we define the analytic continuation of G2(l/i2/2; l / / / 2 V ) = G1(l/i; l'//)Gi(2fe; 2'fe') 
Gi(ll'.w) into the complex oo plane as 

-Gi ( l / i ; 2 , / 2
, )Gi (2 / 2 ; l / / / ) 

r« d<rA(ll',*) 
G l ( U > ) = 1 . ^ " ^ " ' (3'29) +*i f * f G^h; V't)Gt(?h; 2"t) 

then it follows that (3.24) can be inverted to give X ( 1 ' ' 2 > | 3 ' ' 4 ' 0 G 2 ( 3 ' W ' / ; 1 V 2 V ) , (3.36) 

.4( l l ' ,u) = i l im[(? i ( l l ' , a>+^) 
^ o + —Gf i r —i ")1 ('3 30) w m c n > together with (3.33), form a closed pair of 

' ' ' integral equations. The approximation (3.35) means 
The coupled set of Green's operator equations (3.8) that only the two particles interacting through the 

may be rewritten for the Green's functions, starting potential in G3, (3 in. and 4 in.), are explicitly correlated 
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(except for antisymmetry). The second approximation where 
is less physical, but simplifies the calculation in later A( l "2"3"4"«) = i f d(t — *VwCll"~° 
stages because the Fourier transform of Gi° is non- / 
singular for negative co. The two approximations ~™ 
together can be shown to be equivalent to the somewhat XGi°(l"/i ; 3"/)Gi°(2'71; 4"/). (3.43) 
unsymmetric approximation 

The Fourier transform of (3.31) becomes 

f (12Ml"2'0(34M3"4") f 
Jv.y.v.«. " " J C(«i-*i2)«n--ao(l | i» | l , ,)]Gi(l , / l>i) = «ii' 

XC4(1"2"3"4"; 1'2'3'4')« [ (12|v|l"2") 

-*l im / — / (12|r(^1H-^2)|l / /2 / /) 
X(34M3"4")[G2(1"2"; 2'3')G2(3"4"; 1'4') ^ + •/ 2TT J 2 I » 2 -

- G , ( l " 2 " ; 2,4,)G:2(3/,4,/; 1'3')]. (3.37) XGi(VT^i)Gi(2'%m)ei^9
9 (3.44) 

For the solution of Eqs. (3.33) and (3.36) we require where we have introduced &i=a>i+/x. We define the 
only G2 with the first two times equal. By ansatz, we self-consistent one-body potential by 
introduce a matrix 0 such that 

/

00)2 

— 

4 x f (12|r(^1+^2)|l , ,2 , ,)Gi(2 , ,2,co2)e^. (3.45) 
XGi(3/; l'/i')Gi(4*; 2V). (3.38) Jvi 

Then (3.36) is satisfied if 0 satisfies We perform t h e « , integration, assuming that Tfa+62) 
has poles only in the lower 02 half-plane: This can be 

(12\Q(h-ti)\l'2') = 8(h-tl%Blv8w-itr6tvJi s h ? w n t o b e t r u e f o r . a l a r g e c laSS of P o t e n t i a l s - T h e n . 
using (3.24), we obtain 

+ii fdt f Gi«(l/i,l"0Gio(2/i>2"/) r° do>2 r 
J A»,».»*» (l|03(Ai)|l")=/ — / (1217(^+^011"2") 

J_oo 27T J 2 2 " 

X(l"2"|»|3"4")(3"4"|fl(/-/1
,)|12). (3.39) X^(2"2,co2). (3.46) 

If we now define W e m^ r e w r i t e t3-4 4) i n t h e f o r n l 

(UlTih-lfill'T) f [(4i-*i*)*n»-flo(l |«|l") 
r l" - ( l |V(<a 1 ) | l" ) ]Gi( l" l>i) = 8u'. (3.47) 

= § / (12|t»|34)(34|0(/i-/i')|l'2'), (3.40) 

./ 34 We now define an effective one-body Hamiltonian, 

thenfrom (3.39) we obtain Q\K&)\l') = Wlv+a<>(l\u\l')+(\\V{fi>)\V). (3-48) 

/ i i i TV/ / »Mi'i>\ i// / A / . n n/o/\ Now, if h(&) is Hermitian (as will be shown for & of 
1 1 interest), an eigenvalue equation for a given value of 

/
/• to may be written as 

<ft/ (12|t»|l"2")Gi°(l"/1;3"/) 
J 1"2"3"4" 

XGi°(2"<1; 4'7)(3"4" | r(*-*»') 11'2'). (3.41) 
f (11 A(<a)l>,(l'A)= « » ( ^ » ( l ^ ) . (3.49) 

J v 

Taking the Fourier transform in h~h', T(h-h') By taking matrix elements on both sides, Eq. (3.47) 
= y r ( a , + 2 M)^ i " ( " - , 1 ' ) ( ^ /2x ) , we find y I e l d s ' l n t h e representation i M l , 4 ) = (l\m,&), 

(121 T(co+2M)11'2')= (121v\ VI') Z*~ 8">W%m>*IGl^! » . a>=*- (3-5°) 
Clearly, except at the singularities o>= Sm(&), 

+* /" (12|„|1"2")A(1"2"3"4» (1|*M><*M|1') 
•/l"2"3""" G i ( l l » = S • (3.51) 

X(3"4"|r(«+2M)|1'2'), (3.42) t * - & , ( * ) 
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The analytic continuation of Gh Gi(ir,o>), also satisfies Then Eq. (3.^2) can be written in operator form 
(3.51), where (l|m,&) and 8m(&) are analytically 
continued into the complex & plane. Then (3.30) can 1 
be written T(co+2fx) = v+^v- -T(co+2/i). (3.60) 

[ (11 w, &+ir})(ni} &+iv\\ V) 

( l | w , <h—ifi)(m, o>—ii}\¥) 

<£ — £m (<3—iy) — iy 

= 27rZmPm^)(l\m)(m\lf)8(^Em), 

where Em is the value of <& for which 

oj=<gm(a>), 

pm(6>) = tl-(d/d6)8m(6)Tl-
and 

w—Ho—aou+2/x+ie 

I t can be shown that T(co), satisfying (3.60), has 
poles only approaching the real co axis from below. 
(See, for example, Watson.9) Also, it is clear that for 
co+2/x less than the lowest eigenvalue of Ho+aou, T is 
real. For #o small enough that the lowest eigenvalue is 

(3.52) still greater than 2M, T will be real for negative u>. 
Thus h(&) is Hermitian for negative GJ, which is the 
region of interest. 

Equations (3.26), (3.27), and (3.28) can be rewritten, 
using (3.52), as (3.53) 

(3.54) 

We have defined ( l | w ) = ( l | / w , £ m ) , and shall also use 
Pm^Pm(Em), 

Gi°(ll',a>) is the solution of (3.47) with no interaction 
term, (l\V(&)\ ! ' )• Thus, if 

/ . . 
C* 1

2 5 i ,»+ao( l | « | l ' )> , ( l " ) = ' 7 ^ ( l ) , (3.55) 

then, from (3.52) and (3.24), we obtain 

G 1 « ( l l > 1 ) = l i n i E ^ ( l ) ^ * ( l ' ) 

0(H — Vy) 

Voi+jti—ri,+ie ooi+n 

-Vy) \ 
(3.56) 

W = Z m fpm(l\m)(m\l)6(»-Em) 

= E m PJ) Qi-Em), (3.61) 

«3)=Zm f Pm(m\l)(l\u\l')(l'\m)d(jx-Em) 
J IV 

= Lm pm(tn\u\tn)d(fx- Em), (3.62) 

(H) = hZm f Pm{m\\)l{Em+mblv 
J IV 

-aoahiioia'i^^M-^m) 
= iLm Pm(m\ ZEm+k2-a0u]\ m)d(ix-Em). (3.63) 

which, for M < 0 (bound system), and aQ small enough T h e s e quantities can be calculated with knowledge of 
that rjv>jj,, becomes 

G i ° ( H > i ) = l i m Z 
*,(1)*,*(1') 

#"*0+ y a)i+p,-rjv+ie 

A is obtained from (3.43) by convolution 

f00 da 
A(1234,w) = i / —G1°(13,cr)G1

0(24, co-cr) 
J _<» 2w 

^ ( l )« ,* (3 )0x (2 )V(4 ) 
= lim Z, • 

•-0 ».x 03—r),-rix+2n+U 

(3.57) 

(3.58) 

This can also be written as a matrix element of an 
operator 

A(1234,w)=(12|A(<o)|34), 

A(w)= lim 

(11 m), pm, and Em, which are, in turn, obtained by the 
simultaneous solution of 

/"{ifei25I1 '+ao(l|M|l') + ( l | , U ( " ) | l ' ) } ( l ' l ' » , ^ 

= Sm{&)(\\m,&), (3.64) 
(1113(4)11') 

= I n - /" (m ' | 2 ) (12 | r («S+£ m 0 | l ' 2 ' ) (2 ' |w ' ) 

J 22' 

Xp^(M-£m0=£m'(iKw'|r(4+£m0|W)|i') 

XPmS<jx-Em.), (3.65) 

Pm = 

(3.59) 
L <to J <a=£„ 

where 

and 

*_K)+ 03—Ha—asu-\-2p,-\-ie 

(12|£r0 | l '2 ')=(-fei2+W)^r62r 

( 1 2 | « | l ' 2 ' ) = ( l | « | l ' ) 8 i r + ( 2 | « | 2 ' ) 8 i r . 

£m= &m(Em). 

(3.66) 

(3.67) 

These equations are simply obtained from (3.49), 
(3.46), (3.54), and (3.53), respectively. 

9 K. M. Watson, Phys. Rev. 103, 489 (1956). 
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IV. EQUATIONS THROUGH SECOND ORDER 

We now use the specific form for the constraining 
potential, which in configuration space is u (x) = cosqx, 
and in momentum space is 

Next we turn to the solution of the wave function 
equation, 

/ , 
{O*-M0)]8**'+ao(*M*') 

(l |«|l ') = iC8i.i-+«+8i.i'-J. (4.1) 

We calculate the energy (3.63) and density (3.61) to 
second order in a0. For this purpose, we expand all 
quantities in powers of ao: 

T = T™+aQT<n+a<?T<®+ • • •, 

* * = W 0 ) + a o ^ ( 1 ) + a o ¥ m ( 2 ) + • • •, (4.2) 

Em=Em^+0+aQ
2Em^+ • • •, etc. 

The first term in each expansion corresponds to the 
quantities derived by Puff for the uniform density case. 
In general, scalar quantities such as pm, Em, etc., do not 
contain odd powers of ao. 

Consider first the T matrix, which satisfies the 
equation, for co <+2/*, 

1 
T(w) = v+iv r ( « ) . (3.600 

co—Ho—aoti 

We expand the propagator in powers of ao according to 

(U—HQ—am)"1 = (co—H0)~
1+a0 (co—HQ)~1U (CO—Ho)"1 

+a0
2(u~Ho)-1u(tc-Ho)-lu(o>-HQ)-1. (4.3) 

Then 
1 

T(o) (w) = v+\v j(o) fa)9 (4#4a) 
co—Ho 

or 
r«»(a>)= {oi~Ho){^-Ho~kv)~lv. (4.4b) 

Similarly 

r^(co) = ^(co-^o)- 1 [^(co-^o)~ 1 r^(co) 

+ r«(«)l (4.5a) 
or 

rw(co)=(co- / /o ) (co-^o- i^ )~ 1 ^(co-£r 0 ) - 1 

Xuiu-Ho)-1^^) 
= ir°> (co) {o>-Ho)-lu(o>~Ho)-lT^ (co), (4.5b) 

and 

r»> (co) = }v (co- ^To)-1^ (co - HoYhi (co - i ? 0 ) - T « (co) 
+^(co-Fo)-1rw(o J)+r<2)(co)], (4.6a) 

or 

r(2) (w)=i r(o) (co) ( ^ - ^ - ^ [ ( c o - / / o ) - 1 

- B («-J5r0)-lr(0) (co) (co-i/o)-1] 
Xw(co-J5

ro)-1r^(co). (4.6b) 

Thus once the integral equation for Tm has been 
solved, r ( 1 ) and T(2) can be obtained by explicit inte­
gration. 

Clearly, 
+ (k\V(6)\k')Wm(k')&) = 0. (3.640 

^ ( M ) ^ * * 5 ^ * ) , (4.7a) 
where the label m denotes the momentum and discrete 
quantum numbers of the unperturbed function. We 
now make the ansatz 

^ ( 1 ) ( M ) = LA=± 9 (w-A|a(co) |w)0w_AW J (4.7b) 

^2>(£,Co)=M")</>m(&) 
+IlA~±q(m-2A\y(&)\?n)<pn^2A(k). (4.7c) 

W7e will not, in fact, require y. 
From Eq. (3.65), we can write down the expansion 

for the self-consistent one-body potential. This is 

(A|-U^(d)|*')= [fiJHfa\Ti°K&+EmM)\k'm), (4.8a) 

which has only diagonal elements. We have introduced 
the notation 

p J o ) = 0 ( M - £ m ( o ) W o ) , 

and we have replaced YL™, by fm. Va) has only non-
diagonal elements of the form 

(* | , 0 « ( ^ ) | f t + A ) 

J m 

+ (km\ T™ (co+£w«») | k+A, m-A) 

X(m-A\a{Em^)\m) 

+ (*, m+A | r<°> (6j +EJ®) | k+A, m) 

X(tn+A\a(EJ»)\fn)*}, (4.8b) 

and is Hermitian in the momentum variables. Only the 
diagonal second-order elements of V are required, and 
these do not affect the wave functions to second order; 
el)(2) is obtained later. 

By application of standard perturbation theory, the 
solution to the wave-function equation (3.640 can be 
written through second order as 

f do2 (tn-A\W(&)\my ) 

where 

2 A~± f l [^0) ( 4)_£_ A <0) ( 4) ]2 

(tn-A\W(&)\t») 
+a0 £ <£»V-A(£) 

+0(do2)«m±2A(A), (4.9) 
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+ 

and 

This solution justifies the ansatz (4.7), and we can 
identify 

(m-A\W(&)\m) 
(m-A\a(&)\m)= , (4.10a) 

«„<»(*)-S«_A«8(d) 

(m-A\W(.d>)\my 
£ - ( « ) = - * £ • (4-iOb) 

The second-order eigenvalue is given by 

<S„,(2)(a)=(m|l)<2>(c5)|m) 

(m-A\W(<b)\my 

- f fij»(km\ r«»(d+£m«»)|km) 
J m 

0 • ) 

+£ A 5m»)(fl)-5_A«»(<a) 
. (4.11) 

By substituting (4.10a) into (4.8b) and relabeling some 
dummy indices, we obtain an integral equation for " 
(k\W(&)\k+A): 

+ / fim
wi km\—T^(&+EJ»)\km \E„®> 

- /" pm«» {km | r»> (£+£„>«») | km) 

X£ro
(2)5(M-£m(0>), (4.13) 

where we have used 8m
m(EJ0)) = Em

w'. We have also 
introduced the notation 

j8„e' = 0Gi-.E.»>)p-( ,>-

We can now list the second-order, self-consistent 

s»(2)(a)=i:-
(m-A\W(a)\my 

Pm (2) = 

+ H ^ ( 2 ) ( 4 ) | » 0 , (4.14a) 

•LP^J 
dco 

-£m«> , (4.14b) 

a<a2 -ta=£m<0> 

(fc|W(d)|JH-A) 

= 1 + [ pm
m(km\TM (<a+£m<0>) | fc+A, m) 

J m 

+ /" {Pmi0)(km I r<°> (£+£ m
( 0 ) ) I k+A, m-A) 

(m-A\W(Em^)\m) 

« ^ ( £ B « , , ) - C A ( 0 , ( & f l , ) ) 

+ p m - A ( 0 ) 0 H r ^ ( ^ + E m _ A
( 0 ) ) | ^ + A , iff-A) 

X . (4.12) a n d t l i a t ^ m ( 0 ) / ^ = l - P m ( 0 ) • 
^m-A(0)(^m-A(0))— ^tn(0) (£m-A(0))' O n c e t n e integral equation for the first-order quanti­

ties, (4.12), and the coupled integral equations for the 
This integral equation couples the matrix elements second-order quantities, (4.13) and (4.14), have been 

of W both in the momentum variables and in the two solved, then the second-order energy and density, and 
energy variables; all other quantities which appear are the first-order density fluctuation can be evaluated from 
known from the solution of the uniform density 
problem. Note that W is real and symmetric in the 
momentum variables. 

The needed matrix elements of V(2) are obtained by 
combining (3.65) and (4.9) 

£m(2) = Pm(0)5«(2)(£»(0)), (4.14c) 

where in obtaining (4.14c) we have used the relationship 

d£m
(0)(£m

(0)) 
EJ» = Sm™ (Em<°>)+ Em<*\ (4.15) 

deb 

(H) (2) = V. P ^ W ' + W P ^ E * 1 (2) 

• / . 

(£|-0<2>(A)|£)= / fimw>{km\T<*>(a+EJ»>)\km) 

-P4«»£ t«)[£4«i+/fe2]5(M-£*(0)) 

w (k-A\W(Ek)\k) 

A P * Ekm- ^_A«» (£,(«)) 

+2E / P» 
(m-A\W(Em«»)\m) 

(0>_ 

X{km\T^(&+Em^)\k,m-A) 

r r(m-A\W(En«»)\m)-

X{(fc, m- A | r»> (&+£„»>) | k, m- A) 

-(km\T«»(oi+Em«»)\km)} 

+E 
(k-A\W(Ekw)\k)-t 

AL£ t«»-5 t_A< 0 )(£*«>)J 

X [ ( * - A ) 3 - ^ ] 

W ( » = / [ P Y » - P * ( O W 2 ) 5 ( M - . E / C < ( , ) ) ; ] , 

<e> ( i ) p* 
(0). 

( * - A | W W » ) | * ) 

* £*<0>-<W°W0)) 

(4.16a) 

(4.16b) 

(4.16c) 
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Note that the constraining potential changes the 
density of the system to second order. This is because 
the chemical potential /x, which is also the separation 
energy of the last particle, has been fixed at its zero-
order value. The change in energy per particle, at the 
zero-order density corresponding to ju> is then 

( - ) = 1 ^ - ( A Z _ ) L 1 _ . (4.17) 

V. CONCLUSIONS 

The Martin-Schwinger-Puff equations for nuclear 
matter have been generalized to include the constraint 
of a spatial density ripple. With no new approximations 
beyond those already made for the uniform density 
case, a tractable set of coupled integral equations has 
been derived through second order in the density ripple. 
There appears to be no fundamental difficulty in 
extending the method to arbitrary finite order, although 
the complexities would undoubtedly increase rapidly. 

The next objective of the current program is to 
perform numerical calculations in powers of the ripple 
wave number, q. The lowest order ((f) gives an expres­
sion related to compressibility, and is not intrinsically 
interesting, since the same information is obtainable 
from the solutions of the uniform density problem; a 
solution to this order would, however, provide a 
numerical check on the procedures. The solution 
through order q2 gives the results needed to evaluate 
the coefficient, /(p), of the |Vp|2 term in the energy 
expression (2.3). It is not possible to extend this simple 
procedure in order to evaluate the coefficients of the 
higher orders in the density gradient, because of the 
specific form of the constraint. (There are three 
independent fourth-order gradient terms. A calculation 
to order a0

2q4 gives only one more parameter.) 
Once f(p) has been evaluated, the methods of Berg 

and Wilets10 could be used to compute properties of the 
10 R. A. Berg and L. Wilets, Phys. Rev. 101, 1805 (1956): 

L. Wilets, Rev. Mod. Phys. 30, 542 (1958). 

nuclear surface, if the fourth-order terms are small. 
We have no plans to evaluate the fourth-order terms, 
but only judge the convergence of the expansion (for 
the nuclear surface) in terms of the magnitude of the 
second-order correction. If this appears to be very 
large, the usefulness of the expansion for the nuclear 
surface is obviated. If the correction is moderate, we 
could also investigate if it is sufficient to account 
for the discrepancy between experiment and the 
Brueckner, Lockett, and Rotenberg calculations on 
finite nuclei. 

It should be borne in mind that really finite nuclei 
always possess distinctive properties, arising, for ex­
ample, from their individual shell structures. Whereas 
the K matrix is intended to include configuration 
mixing (particularly from "distant'' configurations), the 
kind of configuration mixing present in a small nucleus 
may be quite different in character from that assumed 
in calculating the K matrix. Thus doubly closed shell 
nuclei were chosen by Brueckner, Lockett, and Roten­
berg because nearby configuration mixing is small, but 
the calculation of the reactance matrix did not assume 
anomalously small mixing of nearby configurations. 
In this respect, a deformed nucleus, where the shell-
model degeneracies have been effectively broken, 
might yield better to this type of calculation. The 
questions raised in this paragraph are distinct from the 
problem to which we have addressed ourselves in this 
paper. (See, however, Eden, Emery, and Sampanthar.4) 

Finally we note that the many-body techniques used 
here do not include Bardeen-Cooper-Schrieffer11 pairing 
correlations. One consequence of this omission, at least, 
is that the solutions might display Overhauser corre­
lations if the internucleonic potential is sufficiently 
strong.7 Nevertheless, it would be of interest to hunt 
for such solutions for q^2kF. 

11 J. Bardeen, L. Cooper, and J. R. Schrieffer, Phys. Rev. 108, 
1175 (1957); N. N. Bogoliubov, V. V. Tolmochev, and D. V. 
Shirkov, A New Method in the Theory of Superconductivity (Con­
sultants Bureau, New York, 1959). 


